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The Machine, the Garden, and the City: Toward an Access-Efficient Transportation Planning System

by Keith Bartholomew

Editors' Summary: The recent reauthorization of the Safe, Accountable, Flexible, Efficient Transportation Equity Act, the nation's primary transportation and funding planning statute, has caused some to question whether the Act fosters greater integration of transportation and community development. In this Article, Keith Bartholomew explores this issue. He begins with an examination of the purpose of cities and how they necessitate transportation systems. He then discusses the history and principles of transportation planning policy. Finally, he offers a critique and recommendations for increasing the efficacy of the Act, emphasizing the importance of shifting focus from mobility to accessibility.

"[The city] comes to be for the sake of living, but it remains in existence for the sake of living well."1

Transportation systems provide the armature around which neighborhoods, towns, and regions are constructed,2 and the nature of those systems significantly influences the quality of the surrounding communities.3 Conversely, the characteristics of a community can significantly influence the functioning of the transportation systems that serve that community.4 Now that the U.S. Congress has reauthorized the nation's primary transportation funding and planning statute5 and the U.S. Department of Transportation (DOT) has issued regulations to implement the Act's planning provisions,6 it is a good time to ponder both the role that transportation plays in the life of communities and the community influences that affect the functioning of transportation systems, and to ask whether the new enactment fosters greater integration of community and transportation development, and if not, what other models might be available.

In looking at the interactions between transportation and community, it is important first to note that aside from Sunday afternoon drives in the country and Saturday night cruises down Main Street, transportation is a derived demand.7 That is, its value is in the role it plays in facilitating the functions of daily life, not in the actual activity of moving. For the most part, people value transportation not because they want to move around, but because they need it to go to work, school, shopping, entertainment, etc.

That being so, it would seem that an obvious question for transportation planning participants would be: How can all the activities that go into making a full and meaningful life be accomplished without excessive travel? Given the enormous level of environmental8 and fiscal9 resources needed
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4. See, e.g., ANTHONY DOWNS, STILL STUCK IN TRAFFIC 151 (Brookings Institution 2004); BORIS S. PUSHKAREV & JEFFREY M. ZUPAN, PUBLIC TRANSPORTATION AND LAND USE POLICY (Indiana Univ. Press 1977).
7. SUSAN HANSON, THE CONTEXT OF URBAN TRAVEL, IN THE GEOGRAPHY OF URBAN TRANSPORTATION 3, 3-4 (Susan Hanson & Genevieve Giuliano eds., 3d ed., Guilford Press 2004). The DOT estimates that only 5% of all trips are made for the pleasure of driving only. 1 U.S. DOT, 1990 NPTS DATABASE 4-72 (U.S. Gov't Printing Office 1994). But cf. Patricia L. Mokhtarian et al., UNDERSTANDING THE DEMAND FOR TRAVEL: IT'S NOT PURELY "DERIVED," 14 INNOVATION 355, 377 (2001) ("We should begin to view travel not just as a disutility, but as a literal 'good' having both positive and negative characteristics.").
8. There are many sources that catalog environmental resources implicated in transportation systems. For a general summary of the issue, see F. KAID BENFIELD ET AL., ONCE THERE WERE GREENFIELDS: HOW URBAN SPRAWL IS UNDERMINING AMERICA'S ENVIRONMENT, ECONOMY, AND SOCIAL FABRIC (Natural Resources Defense Council 1999).
9. Annual expenditures on U.S. highway construction, maintenance, and administration have been in excess of $100 billion since 1998; in 2003, expenditures were estimated at more than $143 billion. U.S. CENSUS BUREAU, STATISTICAL ABSTRACT OF THE UNITED STATES: 2006, at 709 (U.S. Gov't Printing Office 2006). Capital and operat-
to build, maintain, and operate community and regional transportation systems, it would seem logical that a primary role for transportation planning would be to facilitate daily household activity needs while minimizing the need to increase transportation costs on the individual and society. Yet, despite occasional hortatory language in our federal transportation legislation, it calculates hardly ever appears in transportation planning documents or processes. Rather, the predominant concerns appear to be how to reduce vehicle congestion during peak periods and how to increase vehicle travel flow at identified traffic bottlenecks.

If transportation systems and the communities that are both served and affected by those systems are to be fully integrated in a planning process, the focus of planning practice needs to shift from mobility to accessibility. Mobility, which has been the primary focus of U.S. transportation planning for the past half century, focuses on the movement of vehicles in time and space. Accessibility, on the other hand, focuses on the ease and convenience with which a person (or an increment of freight) can gain access to a needed activity. While the two concepts are related, they are not mutually dependent. In many circumstances increased mobility can increase a person’s level of accessibility to daily destinations. Assuming a constant geographic arrangement of destinations, the number of places one can access in a car is frequently much greater than the number accessible by walking. Accessibility, however, is not dependent on mobility. For example, a person’s access to grocery shopping can be increased by the construction of a new store within walking distance of that person’s home or place of work. This would result in a net increase in the person’s accessibility expenditures for U.S. transit systems have totaled more than $35 billion annually since 1995; in 2003, the total was more than $3 billion. Id. at 722.


11. See Benjamin K. Olson, The Transportation Equity Act for the 21st Century: The Failure of Metropolitan Planning Organizations to Reform Federal Transportation Policy in Metropolitan Areas, 28 TRANS. L.J. 147, 170 (2000) (“[S]tates continue to subvert the intent of federal transportation policy reform by directing federal transportation dollars towards road-building projects that encourage ‘sprawl’ development in relatively unpopulated spaces within the metropolitan area and increase automobile traffic and environmental pollution.”).

12. Id. As an illustrative example, consider the environmental impact statement process for a proposed expansion of Interstate 15 through a portion of northern Utah. After initial consideration of 22 capacity expansion and systems improvement alternatives, only those alternatives including the anticipated full expansion of the highway (in addition to the “no-action” alternative) were carried forward for full analysis. The other alternatives were dropped because “they did not improve roadway congestion on I-15.” Utah DOT, I-15 Corridor Utah County-Salt Lake County, Alternatives Development and Screening, http://www.udot.utah.gov/i15surstudy/downloads/alt_screening_info.pdf.

13. See Hanson, supra note 7, at 4.

14. Id.


16. Id. This is not always the case, however. Consider the central portions of many of the world’s large cities (mid-town Manhattan, for example) where driving a car can actually provide for less accessibility than walking.


18. Hanson, supra note 7, at 4.

19. According to the U.S. Census Bureau, in 2000 more than 60.2 million Americans (21.4% of the population) were young to drive (age 15 or younger); more than 25.4 million (9%) were 70 or older and may have limited or reduced ability to drive; more than 21.1 million (7.5%) reported a physical disability, which may impair driving abilities; and nearly 35.9 million (12.3%) had income below the poverty level, making the ownership and operation of an automobile financially prohibitive. U.S. Census Bureau, Census 2000 Summary File 1 and Summary File 2, http://factfinder.census.gov. See generally SURFACE TRANSPORTATION POLICY PROJECT, DRIVEN TO SPEND: PUMPING DOLLARS OUT OF OUR HOUSEHOLDS AND COMMUNITIES (2005); Michael Cameron, Transportation Efficiency and Equity in Southern California: Are They Compatible?, in JUST TRANSPORTATION: DISMANTLING RACE AND CLASS BARRIERS TO MOBILITY 33, 59 (Robert D. Bullard & Glenn S. Johnson eds., New Society Publishers 1997) (“[T]he 20 percent of the population in the lowest-income group receives 6 percent of the total regional transportation benefits . . . .”); AMERICAN ASSOCIATION OF RETIRED PERSONS (AARP), BEYOND 50-03: A REPORT TO THE NATION ON INDEPENDENT LIVING AND DISABILITY 87 (2003), available at http://assets.aarp.org/docenter/01/beyond_50_03.pdf. The AARP reports: “[A]s people move from their 70s into their 80s, the proportion of licensed drivers drops from more than 90 percent to just over 50 percent.”

20. A 1998 estimate of the additional highway capacity needed to maintain congestion in the 70 most congested urban areas in the U.S. at current levels concluded that it would require the construction of nearly 5,000 lane miles annually, at the cost of $24 billion per year. Surface Transportation Policy Project, An Analysis of the Relationship Between Highway Expansion and Congestion in Metropolitan Areas: Lessons From the 15-Year Texas Transportation Institute Study, http://www.uicclick.org/87Edite/AltTrans/analysis.html.


This Article explores some of the fundamental principles of how this shift might occur. Set within an historical assessment of federal transportation planning law, the Article outlines four primary policy factors that must be engaged if communities and regions are to move away from a mobility-based transportation planning system toward one focused on accessibility. The Article continues with an investigation of integrated land use transportation scenario planning, a technique that has been gaining popularity in U.S. metropolitan areas since the late 1980s and could effectively provide the shift to accessibility-based transportation planning. To begin, however, one must first understand a bit about why cities exist.

I. The Purpose of Cities

The fundamental idea behind cities is permanence: permanent shelter, permanent storage, permanent places of commerce.23 The emergence of cities is, hence, tied to societal shifts from nomadic hunting/gathering to cultivated agriculture.24 Once groups of humans began putting down botanical roots, they began putting down social roots as well.25

At first, becoming rooted in one location allowed only small expansions in the basic social unit: from the family to the clan.26 Going from the clan settlement to a real "city," however, required two further advances: an agricultural surplus and some form of writing.27 With these developments, a nonagricultural class of labor could be created, and settlements could go beyond being just a collection of farmers and begin to achieve the kinds of complexity associated with urban development.28 This change required technological advances that could facilitate the production of surplus food. The advances came together, at least in the Tigris/Euphrates portion of the Fertile Crescent, during the Bronze Age:

As far as the present record stands, grain cultivation, the plow, the potter's wheel, the sailboat, the draw-loom, copper metallurgy, abstract mathematics, exact astronomical observation, the calendar, writing and other modes of intelligible discourse in permanent form, all came into existence at roughly the same time, around 3000 B.C. give or take a few centuries.29

The technical innovations, and the food surpluses they facilitated, gave rise to whole categories of livelihoods that were only indirectly related to agriculture. These occupations, in turn, spawned still others; complexity was, in a sense, breeding itself.30

By the time of the creation of Greek and Roman cities, the concept of urban settlement included, almost universally, the functions of marketplace, government administration, judicial adjudication, entertainment, social gathering, industry, and religious observance.31 Many had notice boards for the posting of proclamations and other pieces of public information; pubs or drinking houses, which facilitated prostitution as well as social exchange; sports arenas; harbors and shipyards; and bathhouses, which were also a place of social gathering in addition to providing for personal hygiene.32 It is little wonder, then, that the Greek word polis has been interpreted to have at least seven distinct meanings in modern English, including stronghold, city, territory, social community, body of government, and political community.33

Over the centuries, cities became the central locations for culture, commerce, religion, education, and politics. These were the places of the concert hall, the temple, the market, the academy, and the castle. In cities, people sought profit, solace, security, knowledge, entertainment, power, and, somewhat ironically, solitude. Referring specifically to New York City, E.B. White observed that the city "is the concentrate of art and commerce and sport and religion and entertainment and finance, bringing to a single compact arena the gladiator, the evangelist, the promotor, the actor, the trader and the merchant."34

In a word, people come to cities seeking exchange. Not just the exchange of the market—that is of central importance—but also exchanges of ideas, cultures, values, and (not infrequently) deoxyribonucleic acid (DNA). Quoting Lewis Mumford: "Through its concrete, visible command over space the city lends itself, not only to the practical office of production, but to the daily communion of its citizens."35 The city, in fact, "function[s] as the specialized organ of social transmission."36

Virtually all of the institutions that are central to our current society have their roots in the exchanges that are facilitated by the proximity of humans to each other found in cities and towns.37 Indeed, cities have become synonymous with civilization and culture,38 and even with life itself:

Until lately the best thing that I was able to think of in favor of civilization, apart from blind acceptance of the order of the universe, was that it made possible the artist, the poet, the philosopher, and the man of science. But I think that is not the greatest thing. Now I believe that the greatest thing is a matter that comes directly home to us all. When it is said that we are too much occupied with the means of living to live, I answer that the chief worth of civilization is just that it makes the means of living more complex; that it calls for great and combined intel-

25. Id. But see JANE JACOBS, THE ECONOMY OF CITIES 3-48 (Vintage Books 1969) ("[W]ork that we usually consider rural has originated not in the countryside, but in cities.")(footnote omitted).
26. MORRIS, supra note 24, at 4.
27. Id. at 5.
30. MUMFORD, supra note 23, at 6.
32. Id. at 15-18, 49, 58, 73, 77.
33. MOGENS HERMAN HANSEN, POLIS AND CITY-STATE: AN ANCIENT CONCEPT AND ITS MODERN EQUIVALENT 52 (Munksgaard 1998).
34. SEE E.B. WHITE, HERE IS NEW YORK 19 (Little Bookroom 1999) (1949).
35. MUMFORD, supra note 23, at 5.
What is it about cities that facilitates such exchange? Among other things, it is because those exchanges can occur with relative ease and frequency, features that are facilitated by having concentrations of people near each other geographically. It is, in a very real sense, a matter of transportation. Recalling that the first real cities depended upon a surplus of food that could be exchanged for nonagricultural goods and services, those exchanges could only occur through a certain amount of transportation: both the farmer and the tradesperson had to get their respective offerings to the point of exchange and home again. Hence, transportation became one of the early transaction costs underlying the emerging market system. As with other nonproductive costs, emphasis was placed on being able to keep transportation costs as low as possible. Cities, as it turns out, were adept at keeping transportation costs relatively low: the closer in geographic proximity of producer and consumer, the less travel needed to consummate a transaction.  

Cities facilitate frequent exchanges because in cities those exchanges can occur with a minimum amount of transportation: the locus of human interaction—be it in the marketplace, the local pub, the university, or the place of worship—is close and convenient enough for many to have ready and repeated access to it. The closer the place of exchange is, the less travel required to access it, making it more convenient and resulting in increased levels of exchange opportunities. Hence, the level of exchanges and the amount of travel required to achieve them appear to have an inverse relationship: beyond a certain minimum level of movement, the level of exchange seems to decrease as the amount of travel (measured in time or distance) increases. As author/activist David Engwicht aptly observes: “[C]ities are an invention to maximise exchange (culture, goods, friendship, knowledge) and minimise travel.” To put it into the language of mobility and accessibility, cities provide an environment that is access efficient: they offer the greatest amount of access to the places people need to go with the lowest amount of mobility.

From this perspective, it would appear that the primary function of transportation planning would be to reduce the amount of travel needed to accomplish the exchanges that make for a meaningful life. Traditional transportation planning processes, however, have not focused on exchange, but on the trips in between exchanges, almost as if the trips themselves were the whole point. Very little attention has been paid to why the trips are occurring at all, or why the people making the trips are traveling. Instead, most transportation planning exercises have focused on a narrow understanding of reducing travel costs, usually those associated with congestion. Because of this focus, traditional transportation planning has inadvertently worked to increase the amount of travel needed for daily life, not decrease it.

II. Federal Law and Transportation Systems Planning

A. Early Efforts

At least at a project level, transportation planning has been occurring in the United States for some time. Certainly the early turnpike roads built in Pennsylvania and Virginia in the late 18th century, and the Transcontinental Railroad in the middle of the 19th century, required a great deal of planning and engineering. The first significant systematic planning effort, however, began as the result of the Federal-Aid Highway Act of 1934 with a series of statewide highway planning surveys done cooperatively by the U.S. Bureau of Public Roads (precursor to the Federal Highway Administration (FHWA)) and individual state highway departments. These surveys mapped out the extent and physical characteristics of the highways within each state, and made some effort to quantify the volume of traffic on the various facilities. The cumulative result of these cooperative federal-state efforts was the beginning of a rudimentary nationwide highway plan. This initiative was soon dwarfed by the planning and engineering undertaken to construct the interstate Highway System, which was authorized by Congress in 1944 but did not receive significant funding until the Federal-Aid Highway Act of 1956.

While these efforts were distinct from their project-oriented predecessors in that they focused on entire systems, the focus was not on the daily travel needs of Americans going to and from their daily tasks. Rather, with respect to the


40. See P.K. Rao, The Economics of Transaction Costs: Theory, Methods, and Applications 9 (2006) ("Transaction costs are pervasive at all levels and types of activity (and inactivity) or transaction: costs of establishing, maintaining, adapting, regulating, monitoring, devising enforcing rules, and executing transactions.");


45. See generally David Howard Bain, Empire Express: Building the First Transcontinental Railroad (Pennquin 1999).


50. Weiner supra note 47, at 13-14 ("The importance of the system within cities was recognized, but it was not intended that these [in-
Interstate Highway System, the objective was to create a system "which best and most directly join[s] region with region and major city with major city."53 Moreover, the planning completely ignored important non-highway transportation systems such as waterways, local arterials, and public transit. More to the point, all these planning efforts were pursued to construct facilities that would accommodate mobility; there was little to no interest in examining ways to reduce the need to travel.52

The real shift in the discipline came with the Federal-Aid Highway Act of 1962.53 Under this Act, metropolitan areas54 were required, as a condition for receiving federal funding, to adopt long-range transportation plans for entire urban areas and for multiple modes of transportation.55 Rather than sporadic planning for a particular project (or even a specific system, such as the Interstate Highway System), the planning required under the Act was to be multimodal and continuing, comprehensive, and cooperative (the 3 Cs).56 Just as important was the systematic incorporation of the effects that land use patterns have on travel demand.57 Though several significant transportation studies pioneered "hyphenated" land use transportation analyses in the 1950s,58 the incorporation of land use influences into transportation planning was routinized through the 1962 Act and subsequent implementing technical memoranda and procedural manuals developed by the Bureau of Public Roads.59 In addition, there was a growing recognition of the community and social impacts that highway construction was having on urban areas, and a broader understanding of the need for highways to be better integrated with their surroundings.60 Despite these fundamental changes, however, the primary purpose of transportation planning remained focused on mobility and on ways to accommodate growing travel, primarily by automobile.61

The modern practice of transportation systems planning came of age in the decades following passage of the 1962 Act. That practice was focused on the development of multimodal transportation systems; it was facilitated and quantified by increasingly robust computer models; and it was executed by a new governmental entity created to meet the needs of the 3C planning process: the metropolitan planning organization (MPO).62 The rise of MPOs in the early 1970s grew out of a combination of increased environmental awareness, mounting resistance to urban highway construction, and heightened concern over the financial health of transit companies recently taken over by cities and other governmental entities.63 Prior to the formal recognition of MPOs in federal law, the regional intergovernmental bodies that facilitated the 3C process were playing, at most, technical and advisory roles: "This left the crucial day-to-day decisions about allocating funding and choosing projects largely to highway-oriented state officials."64 In a fractious debate over reauthorization of federal transportation legislation in 1972-1973, a combination of urban, community, and environmental constituencies pushed to have these ad hoc regional bodies formally recognized in federal law, universalized to all metropolitan areas, and empowered to have decisionmaking authority.65 Once MPOs were formally recognized, a number of federal programs requiring regional planning came within their purview, in addition to transportation.66 This golden era of MPOs, however, was short-lived. With the "new federalism" promoted by the Reagan Administration, MPOs lost most of the programs they briefly controlled.67 The one program remaining was transportation planning, but new regulations gave states full sway in determining the functions for MPOs. This meant that many MPOs were in the role of merely rubber-stamping decisions already made by state highway departments.68

63. SOLOF, supra note 61, at 21.
64. Id.
67. Bruce D. McDowell, The Metropolitan Planning Organization Role in the 1980s, 18 J. ADVANCED TRANSP. 125, 128 (1984) ("the latest comprehensive study of the federal programs supporting regional planning . . . showed that there were 39 such programs in 1979. Only one of those programs now remains . . .").
68. SOLOF, supra note 61, at 26.
B. The Clean Air Act

Although important institutional changes occurred in the 1970s and 1980s that directly impacted transportation planning—most notably the creation of MPOs—most of the policy and procedural changes that occurred during those decades were imposed by broader environmental legislation that affected project planning, i.e., how/whether to construct a specific project, not systems planning. 69 The first major policy directive targeted at transportation systems planning since the 1962 Act came as part of the Clean Air Act (CAA) Amendments of 1990. 70 Though substantial progress had been made in cleaning up the air since the passage of the CAA of 1970, in 1990, 96 metropolitan areas still failed to meet national ambient air quality standards (NAAQS) for ozone and 41 failed to meet NAAQS for carbon monoxide (CO)—both pollutants associated with transportation sources. 71 To remedy these failings, the CAA Amendments strengthened two components from earlier versions of the CAA, potentially turning each from being minor check-offs into major influences in transportation planning processes. The first was part of a new sliding scale compliance schedule for metropolitan areas out of attainment with NAAQS: those areas classified as “severe” or “extreme” for ozone, or “serious” for CO had to adopt transportation control measures (TCMs) to offset projected growth in vehicle travel over the course of the planning horizon. 72 Metropolitan areas could select from a long list of TCMs enumerated in the CAA Amendments, including programs to improve public transit and other alternative transportation modes, restrict automobile use in downtown areas, and “generally reduce the need for single-occupant vehicle travel, as part of transportation planning and development efforts of a locality, including programs and ordinances applicable to new shopping centers, special events, and other centers of vehicle activity.” 73 Although this latter option lends itself to an access-efficient outcome—facilitating access to needed destinations while working to reduce vehicle travel—the measure is only one of many possible options and the literature suggests that few regions have opted to employ it. 74

A second and further reaching change imposed by the CAA Amendments on transportation planning came from alterations in the provisions on “transportation air quality conformity.” Under the CAA of 1977, conformity generally prohibited direct inconsistencies between long-range transportation system plans and the state implementation plans (SIPs) developed by states to come into compliance with NAAQS. 75 The CAA Amendments changed the conformity provisions by requiring that transportation plans conform to “a SIP’s purpose of eliminating and reducing the severity and number of violations of the NAAQS and achieving expeditious attainment of the standards.” 76 Hence, instead of merely avoiding direct conflicts between transportation and air quality plans, the new conformity provisions created an affirmative duty for transportation planners to create plans that would work to achieve the aims of providing citizens with healthy air. 77 Though not specifically targeted at the tension between mobility and accessibility, the new conformity provisions at least gave impetus and context in which those issues could be engaged.

C. ISTEA, TEA-21, SAFETEA-LU, and Other Beverages

The second most important change in transportation systems planning since 1962 followed closely on the heels of the CAA Amendments. The Intermodal Surface Transportation Efficiency Act (ISTEA) of 1991 78 revolutionized the rules for transportation systems planning, at least on the surface. Although the actual on-the-ground changes that resulted from ISTEA (and subsequent transportation bills) were slight, ISTEA and its progeny at least facilitated a framework for shifting to an accessibility-based planning system.

ISTEA changed system planning processes through two primary mechanisms. First, it changed the rules about funding eligibility for different transportation modes. Prior transportation authorization bills contained strict modally based funding categories that allowed minimal to no crossover from one category/mode to the next. 79 For example, ISTEA’s predecessor, the Surface Transportation and Uniform Relocation Assistance Act of 1987, 80 contained more than 14 different highway construction funding categories, 81 4 bridge construction programs, 82 2 highway safety programs, 83 and 4 transit programs. 84 Each of these funding programs contained strict definitions of the types of transportation projects that could be funded through the program, allowing little or no flexibility to use the funds for other types of projects; for the most part, variations from the strict allocation rules required specific legislative authorization. 85 This high level of inflexibility created problems for local and metropolitan transportation planners. Not infrequently,

72. 42 U.S.C. §§7511 at(d)(1) (A), (e), 7512(b)(2).
75. Weiner, supra note 47, at 170.
76. Id.
77. See 42 U.S.C. §7506(c)(2).
81. Id. §§104, 106, 101 Stat. at 142, 144-45.
82. Id. §123, 101 Stat. at 161-64.
83. Id. §202(a), 101 Stat. at 218.
84. Id. §328, 101 Stat. at 238-39.
85. See, e.g., id. §141(b), 101 Stat. at 176 (allowing California to use Interstate Construction funds for a transit project in Los Angeles); id. §142, 101 Stat. at 177 (allowing Oregon to use Interstate Construction funds for a transit project in Portland).
the greatest local/regional transportation needs did not match up with the categories and funding priorities in the federal bill. With the overwhelming amount of total funding allocated to highway construction categories, regions were essentially induced to develop highway expansion solutions to transportation problems, even when other approaches may have been more appropriate and effective.

ISTEA marked a significant departure from this practice by substantially increasing funding flexibility: the three largest funding programs in the Act—the National Highway System, the Surface Transportation Program, and §9 transit formula funds—totaling nearly $60 billion (nearly 40% of funding in the entire bill) could be used to fund virtually any surface transportation capital improvement, regardless of mode. This step toward mode neutrality in federal funding was intended to at least partially "unload the dice" in local and regional transportation planning: federal funding restrictions should no longer stand in the way of the most appropriate solution to transportation problems. While the increased flexibility authorized substantial reallocations of funds away from roads to transit and other alternative modes, states and MPOs actually shifted very few dollars to non-highway projects—the overwhelming majority of the money stayed on the highway side of the ledger. 

The second major change made by ISTE A was the significant expansion of factors that had to be considered in long-range transportation planning processes for metropolitan areas. This expansion required both the incorporation of a broader range of issues and more in-depth analysis. Prior to ISTE A, federal legislation required only that metropolitan transportation planning be continuous, cooperative, and coordinated. ISTE A required consideration of no fewer than 15 detailed factors, covering a number of diverse topics, including facility preservation, international border crossings, and facility security. Of particular interest was Factor 4: "The likely effect of transportation policy decisions on land use and development and the consistency of transportation plans and programs with the provisions of all applicable short- and long-term land use and development plans." According to the U.S. Senate Committee on Environment and Public Works, which developed this language, the intent was for MPOs to demonstrate that capacity expansion will not be accompanied by increased development in a manner that will frustrate the goals of expansion. MPO plans should also specify how land use plans may encourage any necessary travel demand reduction or encourage the use and financial viability of mass transportation and non-motorized travel.

As illuminated by the committee explanation, the requirement of Factor 4 went much further than merely requiring recognition that land use patterns influence travel behaviors, as the prior 3C planning guidelines did. It called on MPOs to guard against planning and building facilities that might induce land development that could create excessive travel on the proposed facility. It also sought to have MPOs investigate future land use patterns that might reduce the need to travel. In other words, the objective was to have MPOs incorporate into their transportation system planning processes ways to increase accessibility while reducing the need for mobility—to increase exchange, while minimizing travel.

The FHWA regulations implementing Factor 4, however, did not go as far as the Senate Committee explanatory language suggested, opting instead to focus on the need for transportation system plans to be consistent with local land use plans. Mere consistency, of course, does not ensure incorporation of accessibility-related goals. If local land use plans call for increasingly dispersed and isolated development, all that consistency would seem to require is that transportation plans contain enough highway lane miles to service the mobility needs generated by that development. In short, the regulations were more focused on process issues related to horizontal policy consistency than on the substance of facilitating accessibility.

87. ISTE A §1006(d), (f), 105 Stat. at 1925-27.
89. Id. §3013(h), 105 Stat. at 2107.

The Committee feels that one of the most important things this legislation can do is give state and local officials the flexi-
bility to make the crucial decisions on how their funds should be used. They will have the ability to choose the best transportation solution without the artificial constraints of funding categories.

An additional method used in ISTE A to promote mode neutrality was to equalize federal match ratios across modes at 80%. Prior to ISTE A, highway construction projects enjoyed an 80-90% federal match ratio, while transit was limited to 75% and on many projects was considerably lower. Id. at 23, 1991 U.S.C.C.A.N. at 1549.

[T]he current inequitable shares cause a bias toward project selection for projects with higher Federal shares, which usually results in a highway project being chosen over a transit project. The bill sets Federal matching shares for virtually all the highway and transit programs at 80% . . . . [T]he uniform share creates a fair framework for making project decisions.

91. SURFACE TRANSPORTATION POLICY PROJECT, CHANGING DIRECTION: FEDERAL TRANSPORTATION SPENDING IN THE 1990s, at 6 (2000) ("[L]ess than 7 percent of this "flexible" funding has gone to providing new transportation alternatives. Almost 90 percent has gone to traditional highway projects.").
ISTEA was followed in 1998 by the Transportation Equity Act for the 21st Century (TEA-21). Although the metropolitan planning provisions of TEA-21 followed the general pattern of ISTEA, the factors to be considered in the development of long-range plans were "streamlined" from 15 to 7. Gone from the list was consideration of land use patterns in any form. The only provision that even hinted at land use was Factor D, which implored MPOs to consider improved quality of life in their planning processes. The Conference Committee for TEA-21 explained that this general reference was intended to include "the interaction between transportation decisions and local land use decisions appropriate to each area," but the committee hastened to add, MPOs are only encouraged to consider such interactions. This permissive intention was further communicated by the very next subsection of the Act, which explicitly barred court action to enforce consideration of any of the planning factors. Interestingly, the FHWA chose to not alter its planning regulations in response to TEA-21 and retained the pre-TEA-21 requirement urging mere consistency with local land use plans.

The legislation that replaced TEA-21 was hard won and long overdue. Although the funding authorization provisions of TEA-21 expired in federal fiscal year 2003, it was not until August 2005 before Congress finally adopted replacement legislation. As with TEA-21, the new (and now current) Act, the Safe, Accountable, Flexible, Efficient Transportation Equity Act: A Legacy for Users (SAFETEA-LU), was intended to continue many of the innovations created in ISTEA. SAFETEA-LU expanded slightly on the planning factors in TEA-21, adding one and providing slight modifications to the preexisting seven factors. TEA-21's Factor D, now renumbered Factor E, was expanded to explicitly incorporate land use considerations: long-range planning processes now need to consider projects and strategies that will "protect and enhance the environment, promote energy conservation, improve the quality of life, and promote consistency between transportation improvements and State and local planned growth and economic development patterns." This new language more or less codifies the FHWA's interpretation of the previous version of this factor from TEA-21. It does not, however, include ISTEA's requirement for considering possible land development impacts of planned transportation facilities. Nor does it include the Committee on Environment and Public Works' understanding of the parallel factor from ISTEA—that planners should investigate ways to use land use planning and development to reduce travel or to encourage increased transit ridership. In short, federal transportation planning mandates appear to have no lever that would encourage—let alone require—the development of an access-efficient transportation planning process. This is, in part, why some commentators have opined that recent transportation policy reforms, while significant, are nevertheless disappointing.

### III. The Four Policy Forces of Transportation

So what would an access-efficient transportation planning process look like? Answering that question requires identification of the factors that influence transportation choices and patterns. Why do people travel where they do, when they do, and where they do? As observed above, very few people engage in intra-metropolitan travel for the sheer pleasure of it. Something other than the delight of navigating urban byways and bus systems is compelling them to be mobile. Answering the question by observing the purposes for trip making—work, school, shopping, culture—is, of course, important, but that does not completely answer the questions of how, when, and where. Developing an access-efficient transportation planning system requires further investigation into those questions.

At the most general level, travel behavior varies according to two primary factors: the characteristics of the traveler and the nature of the policy, economic, and physical environment in which they are traveling. The first of these two factors, traveler-related characteristics, can best be understood in demographic terms, looking principally at issues of household income and size; the number of workers, cars, and school-age children per household; and the age of household members. Generally speaking, increased automobile driving per household—as measured both by the frequency of trips and the amount of miles traveled—is associated with the following variations in household characteristics: higher income, larger households, more workers, more cars, more young children, and more adults under the age of 18.
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65. Households that exhibit higher values for each of these demographic characteristics tend to have more and longer car trips than households with lower values for the same characteristics. In most analyses, these demographic factors have been shown to have a stronger influence on personal travel decisions than policy, economic, and physical environmental factors—the other primary set of influences on travel choice.117

Given the apparent strength of demographic factors in affecting travel, incorporating them into transportation planning processes would be important, and virtually all transportation planning agencies do just that. Demographic factors alone, however, do not explain all the variation in travel patterns, and they work poorly as variables in a policy intervention context. For example, despite the important role that household size and income playing in setting travel patterns, no one would seriously propose policies that intentionally aim to reduce household size or income to reduce the amount of travel and congestion.118 By contrast, the policy, economic, and physical environmental factors that shape travel patterns are much more readily subject to policy interventions, and hence, are capable of being used variably to achieve specified planning objectives, such as increasing access efficiency. These environmental factors can be grouped into four basic categories: infrastructure, cost, education, and land use. Like many classifications, however, there is significant overlap between these categories.

A. Infrastructure

The influence of infrastructure on travel is understood by the very basic observation that one cannot drive on a street that does not exist or ride on a bus that does not run.119 Transportation infrastructure provides the basic hardware that makes traveling possible. The provision of infrastructure, however, goes beyond mere facilitation: it appears to have a significant influence on decisions people make about how, when, and where to travel. In short, the amount and nature of transportation infrastructure can affect the amount and nature of demand to use that infrastructure.

For decades, transportation planning has been based on an assumption of constant demand. That is, that the amounts of demand for travel in general and travel by a particular mode were more or less set by the demographic features outlined above. Using this approach, it was the transportation planner's job simply to provide the infrastructure necessary to accommodate that preset demand.120 Probably the most visible proponent of this practice was Robert Moses, the revered (and reviled) head of the New York Triborough Bridge Authority.121 His view was that the future of transportation lay with the automobile, and that it was necessary to construct the facilities needed to realize that future. Moses' problem was congestion. His observation that existing roads and bridges were over capacity led him to propose grand networks of new roads and bridges to accommodate the demand, many of which were constructed. Much to his dismay, however, the new facilities did little to relieve pre-existing congestion problems.122 Moreover, the new facilities themselves often became congested very quickly.123 This meant that instead of reducing congestion, the new construction had resulted in a net increase in congestion.

It turns out that instead of demand remaining at some fixed rate, influenced only by the features of household economics and structure, it responds to the amount and nature of the supply provided. According to Drown's Law, demand for travel expands to fill the capacity provided to it.124 In other words, to borrow from popular culture: "If you build it, they will come."125

Where does the extra traffic come from? Are there people "in the wings" just waiting to drive onto a new highway once it is opened? The answer is more or less "yes." When a significant amount of new capacity is added to a transportation system, travel on the new facility is easier and quicker compared to other travel options, at least initially. Because people, to a large degree, make travel choices that optimize for speed and convenience,126 they are apt to change their behaviors to take advantage of the new capacity. Those behavioral changes express themselves in short-term shifts in daily travel patterns, medium-term changes in trip origins and destinations, and long-term structural changes in land development patterns.

The short-term changes are threefold: travelers will take advantage of the new or expanded facility by changing their time of travel, their travel mode, or their travel route.127 The temporal shifts occur among travelers who formerly avoided rush-hour congestion by traveling at other times. The improved speed and convenience of the new facility accommodates those who would prefer to travel during the peak time. Similar shifts occur among travelers who formerly used modes of travel other than the one improved by the capacity expansion. The increased capacity to that one mode increases its relative attractiveness compared to other
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modes. Hence, the new or expanded facility will provide for transportation that for some travelers, is faster and easier than competing modes. This will encourage those travelers to switch to the improved mode. Route changes occur for the same reasons: travelers of other, parallel routes will be encouraged to switch to the improved facility to take advantage of its higher speeds and greater convenience. Commuters regularly experience this type of route shift when they respond to radio traffic reports by altering their travel routes to avoid congestion and vehicle crashes. Together, these three short-term adjustments to travel patterns converge (hence, Downs’ term “triple convergence”) to soak up substantial amounts of the new capacity offered by the new or expanded facility.128

The medium-term behavioral changes resulting from significant capacity expansions are the result of shifts in the origins or the destinations of the trips carried on the facility.129 Average travel times for various trip purposes, e.g., work, school, shopping, have remained relatively stable for decades, perhaps even for centuries.130 This has been especially true for commute trips. Throughout the last third of the 20th century, average commute times remained steady at approximately 25-30 minutes.131 Yet, during the same period, travel speeds increased appreciably, reflecting increases in travel capacity.132 Obviously, this meant that travel distances also increased. While in some cases the increased commute distances reflect shifts in workplace location, they more often reflect shifts in housing location, with commuters choosing to trade the increased travel speeds for more distant residences.133 The faster travel speeds also increase the likelihood that travelers will choose more distant destinations for discretionary trips, like for shopping: people can access more distant stores in the same amount of time it took formerly to travel to closer retail outlets.134 In addition to longer distances, faster speeds might also mean that people will increase the number of trips they make for discretionary purposes.135

In addition to these short- and medium-term travel adjustments, adding or expanding a transportation facility usually means increasing the potential traffic flow in the vicinity of the improvement, thereby increasing the number of people who can access those places, i.e., more people can now travel to those locations within a given time frame. That increased accessibility increases the market attractiveness of those locations.136 For example, major retailers prefer highly accessible sites, as do businesses that rely on high levels of access to labor markets or for freight transportation. The increased attractiveness, however, is relative: the locations served by the new or expanded facility have increased accessibility compared to other potential locations within a given market area. This means that the newly favored locations gain a competitive edge over the others. In time, this is likely to manifest itself through additional land development in the areas surrounding the improved facility.137 The new or expanded facility does not create the demand for the new development—in most cases the development would have occurred somewhere in the market area anyway. The new facility does, however, influence the location of the development—proximate to the expanded facility.138 This new development, of course, will have a certain amount of travel associated with it. Depending on the development’s size and type—the commercial, residential, or industrial—the impacts of the added trips on surrounding transportation networks—including the newly expanded facility—could be substantial. This kind of land development, attracted by the expanded facility, is frequently referred to as induced growth and the travel it generates is referred to as induced demand.

The triple convergence of short-term shifts in travel patterns, medium-term effects on trip origins and destinations, and the long-term impacts of induced demand conspire to swamp the additional capacity provided by a new or expanded facility.139 The extent to which these factors consume that capacity depends on a number of site-specific factors, particularly how congested the roads were before the expansion. However, studies estimate that the short-term effects could consume 40-50% of the new capacity,140 “the longer-term effect is likely to be greater, with a higher proportion (perhaps all) of the time saved being used for further travel.”141 In other words, depending on local conditions, approximately one-half of the new capacity could be consumed by triple convergence and much of the rest consumed by the impacts of changes in trip origins/destinations and induced demand.142
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Interestingly, these same relationships between supply and demand appear to apply to all transportation modes, not just to the automobile. For example, when the Utah Transit Authority added light rail service to its system for the first time in 1999, overall transit ridership increased 17% in just one year; an additional 9% increase occurred in the year after the agency opened its second line in 2001. Similar effects have been observed for non-motorized travel as well. These effects in non-automobile contexts arise from the same factors observed before with respect to highways: the added capacity provided by new or expanded facilities makes travel by those modes more attractive because of actual or perceived increases in speed or convenience.

Another interesting wrinkle is that the supply-demand relationships work both directions. The "Field of Dreams" axiom referred to previously—"if you build it, they will come"—works in reverse as well, i.e., "if you tear it down, they will go away." As with positive supply-demand cycles, the negative supply-demand effects have short-, medium-, and long-term impacts, and they appear in parallel. Where the positive cycle has triple convergence, the negative cycle has triple divergence. When the capacity of a system is reduced, due to a short-term incident, such as a vehicle crash, or a long-term event, such as the closure of a facility due to an earthquake, use of the affected part of the system becomes slower and less convenient. In the short term, this causes some former peak-hour users of that system to switch to a different travel time, mode, or route. In the long term, the increased difficulty in accessing the affected area will tend to cause a contraction in land use patterns: if it takes longer to get to work, commuters will be less likely to look for distant housing options and may look to move closer to their jobs, other factors being equal.

As outlined, the provision of transportation supply through investments in infrastructure can substantially affect the choices travelers make in how, when, and where they travel. Rather than being fixed and predetermined solely by demographic influences, demand tends to follow supply to a certain degree, lending credence to those who argue that regions cannot successfully build their way out of congestion. In the end, people make smart choices that maximize the time and convenience efficiencies of their travel. If public policy and investment decisions indicate that traveling by a certain method is superior to other options, people will gravitate to that method. Since the 1950s, policy and investment decisions have indicated that automobile use is the superior method and have people have responded by dramatically increasing their level of driving. This has, as noted, resulted in the dispersion of activity destinations and a general decrease in accessibility. The infrastructure investment component of an access-efficient planning process would seek to reverse these trends by investing in modes—chiefly, transit, bicycle, and pedestrian—that tend to support a greater concentration of activities.

B. Cost

In transportation, as in other areas of life, people look for bargains. Less-expensive goods always have a competitive edge in the market over comparable goods that cost more. Given transportation's status as a derived demand—one that facilitates or enables the attainment of goods but is not a good itself—one would expect that people would be especially eager to minimize their transportation costs, more than they would for more traditional consumer goods. To a certain degree this is true, but the relationship is somewhat complex.

Beginning with the simplest construct, people do tend to change their travel choices in response to perceptions of cost. This is why, when headed downtown for an evening concert, people will circle the block looking for a free on-street parking spot, rather than pay to park in an off-street lot. Costs, however, are not measured merely by dollar outlays; time and convenience are costs, too, which people frequently weigh against out-of-pocket costs. For example, trolling for that on-street parking spot makes more sense
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when there is plenty of time before the concert is scheduled to begin; when it is just prior to show time, the pay lot begins to look more attractive. Similarly, the relative proximity of the various parking options to the concert venue can play a role; at what point do the time and convenience costs of walking from an on-street spot several blocks away outweigh the money costs of the pay lot located across the street from the concert hall?

Additional factors add to the complexity. People will likely view the time/convenience costs higher if the concert program does not allow for late seating of audience members than for a night club where people can come and go at will. Concerns about personal and vehicle security might also change the balance. Finally, the amount of money available to the traveler can play a role; paying for parking feels better on pay day than the day before. To further complicate things, all of these balances change when we change the type of trip; the calculations one makes for a night on the town are very different from those made for the daily commute to work.

In addition to the type of cost (money, time, convenience), the way in which the cost is imposed can influence travel choices. There are two basic methods of cost imposition: fixed and incremental. Fixed costs are those that do not vary with the amount of use. One either pays the cost—thereby gaining access to a particular travel option—or does not—resulting in the foreclosure of that option. It is an all-or-nothing calculation. The amount that one uses or plans to use the travel option does not vary the cost. The cost is, hence, fixed.

The readiest example of a fixed cost is the capital cost of buying a car. The car’s price is determined by a number of factors, including the costs of manufacturing, shipping, and marketing the car; the market demand for the car; the dealer’s capital and operating expenses; the cost of borrowing money from the bank; and various taxes associated with car sales. The amount that the purchaser uses or plans to use the car has no bearing on the transaction. The car will cost as much if it sits in the driveway all the time as it will if the purchaser drives it 50,000 miles a year. Of course, the purchaser that drives her car 50,000 miles a year will need to buy another car sooner than the one that lets the car sit in the driveway, but at the moment of purchase the car costs the same for both purchasers. Examples of fixed costs from other transportation modes include bus passes and bicycles. As with cars, the cost of buying each of these goods is independent from the amount the goods are actually used.

The opposite is true of the other cost method—incremental. Incremental costs are those that do vary with the amount of use. With incremental costs, costs and use are proportional: the more you use, the more you pay. Here, the best example is bus fare. Every time someone boards the bus, they pay a fare (assuming they do not have a pass). If they ride more, they pay more; if they want to pay less, they need to ride less. Other examples of incremental costs include highway tolls, parking, and the exertion of pedaling a bicycle. Time and convenience costs are almost always incremental, as well: the time spent sitting in traffic congestion or tolling for an on-street parking spot are paid per instance.

This distinction between fixed and incremental costs is important because people tend to view them differently when making choices about travel. The basic rule is that people generally seek to maximize the use of fixed-cost based transportation modes and minimize the use of incremental cost options. From a personal utility perspective, this makes sense. The fixed cost option is already paid for; using it more will not cost more. In fact, increased use of a fixed-cost transportation option lowers the calculated amortized per use cost of that option, often to the point where continued use is perceived to be free. In contrast, an incrementally charged option will, by definition, always cost more with additional use. Hence, travelers that have comparable fixed cost and incremental cost alternatives will most frequently choose the fixed cost option.

One of the easiest ways to understand this relationship is to observe the use patterns of skiers. Skiers tend to ski more days in the years they have an annual pass than in the years when they pay for each visit individually. Moreover, when they have an annual pass, they tend to use the resort that issued the pass to a much greater degree than other resorts where they have to pay per visit. Pass holders understandably want to maximize their investment in their pass and minimize the additional costs of skiing somewhere else.

The same relationships hold true for transportation, but of course the calculations are more complex. If the only factors used in making a choice were the fixed capital costs of purchasing a car versus the incremental costs of riding the bus (without a pass), then the car would win almost all of the time. There are, of course, more costs to driving and riding the bus than just the purchase of a car or bus fare.

A concept related to the fixed-incremental dichotomy is the impact on travel choice associated with the temporal relationship between when one makes a travel choice and when one has to pay for it. Generally speaking, the closer in time between travel choice and payment, the less likely one will choose that travel option. Travel alternatives in which choice and payment are coterminal have greater opportunity for sending market signals to consumers about the costs of various options. On the other hand, temporally separa-
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rating payment from choice allows consumers to temporarily ignore the cost of their decisions. \textsuperscript{163} In general, incremental costs tend to be charged simultaneously with travel choice—for example, paying bus fare—while fixed costs tend to separate payment and choice points—for example, buying a new car on credit, but there are many exceptions.

Car ownership and use involve a number of costs, some of which may be fixed, incremental, paid at the time of choice, or deferred. Purchasing a car is a fixed cost usually financed with deferred payments, as already outlined, but what about insurance? Most insurance companies base their rates, in part, on the amount of driving the insured plans on doing. \textsuperscript{164} While this sounds like an incremental cost method, the mileage estimate is a projection made at the time of purchase, one that very few will revisit at the renewal of the contract period. Moreover, the transaction is made at a single point in time, temporarily separated from the daily travel choice process. \textsuperscript{165} Generally, insurance is not paid on a usage basis at the time of use, the way paying for bus fare is. \textsuperscript{166} In other words, insurance much more closely resembles a fixed cost than an incremental cost.

Fuel, on the other hand, more closely resembles an incremental cost. While most people do not pay for fuel each time they drive, purchasing fuel happens frequently enough that the choice to use a car and the need to buy fuel are fairly close in time. Moreover, the frequency of fuel purchases is directly tied to the amount of car use. \textsuperscript{167}

Vehicle maintenance costs are somewhere in between. Certainly, higher rates of driving lead to more wear and tear on the vehicle, necessitating more regular maintenance. However, the points of payment for maintenance costs are not frequent and are generally removed in time from daily travel choice processes. Hence, maintenance costs act more like fixed costs in the way they influence travel decisions. \textsuperscript{168}

On balance, most of the costs associated with car ownership and use are fixed and tend to be temporally removed from daily travel choices. Of the $335 billion Americans spent on owning and operating private vehicles in 2001, 53\% was spent on fixed costs—purchase price, financing, insurance, licensing, and registration—while only 20\% was spent on incremental costs—fuel and tolls. \textsuperscript{169} Although some time and convenience costs associated with car use, such as those associated with traffic congestion, are paid incrementally, these are generally offset by the automobile’s many time and convenience benefits, which also accrue incrementally.

By contrast, many of the costs associated with transit use are imposed incrementally. As mentioned, with the exception of monthly/yearly passes, fares are generally charged on a per use basis, which is by definition an incremental cost. In addition, transit travel tends to be significantly slower than automobile travel, \textsuperscript{170} with much less geographic and temporal flexibility. These time and convenience costs are also paid incrementally.

In summary, the cost of travel substantially affects travel choices. The amount of travel consumed is partially a function of how much it costs: as price increases, travel decreases, and vice versa. The method used to impose travel costs is also important. Travel options that impose costs incrementally and require payment at the time of use tend to discourage use; conversely, those that charge through fixed cost methods and allow for deferment of payment tend to encourage use. Hence, a public policy that favors one mode of transportation over another would seek to charge the costs of the favored mode using a fixed cost method and charge the costs of the disfavored mode incrementally. Using this rubric, a casual observer would have to conclude that U.S. public policy either explicitly or implicitly favors driving: well over one-half of the costs of driving are paid through fixed-cost methods and are paid through deferred payment programs, whereas the costs of using non-automobile modes, in both out-of-pocket and time costs, are paid incrementally. Intentional or not, the current transportation pricing methods are substantially responsible for America’s automobile dependency \textsuperscript{171} and its resulting dispersal of destinations and decrease in accessibility. An access-efficient planning paradigm would seek to reverse those conditions by taking steps to have more of the costs of driving charged incrementally and more of the costs of using other modes charged through fixed-cost methods.

C. Education

In addition to infrastructure and cost, education plays an important role in influencing travel choices. People will only select travel options from a set of choices they deem to be viable for meeting their needs. \textsuperscript{172} The formation of that set is influenced by a number of factors, including the physical availability of options, cultural and familial influences, and lifestyle choices. \textsuperscript{173} Also relevant is the amount and quality of information a user has about various travel options; one
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modes of transportation. Certainly, there are times when we require route-based information—to find our way to a friend’s house in an unfamiliar part of town, for example—but our general understanding of how a town is laid out makes it fairly easy to find our way when we drive, bicycle, or walk. If we have a general understanding of the two-dimensional layout, we can most often be confident that we will successfully find our way from origin to destination in one manner or another without getting lost. On the other hand, the use of transportation modes that are not self-controlled, principally transit, depend on very specific route-based information. Each bus route or rail line has a detailed and sometimes serpentine path by which it courses through a community. In contrast to self-controlled modes, having a general knowledge of the town’s layout is not sufficient to successfully arrive at an intended destination via transit; one must know the specific route that the train or bus will travel.

This information differential makes choosing transit particularly challenging. Not only must one know the layout of the town, one must also understand at least some subset of the route structure of one or more bus or rail lines. In addition to geographic information, one must also have a way to understand transit’s temporal dimension. Although some transit routes have service frequencies that provide buses or trains so often that schedule information is not necessary, most routes are not served that regularly. Hence, having written or memorized information about service times and frequencies is usually required. This, too, is distinct from self-controlled transportation modes that are available at the whim of the user. Using transit usually requires having other information as well, such as how to pay, how much to pay, and when to pay.

When we find ourselves in places where we lack location information, i.e., where we have a hole in our cognitive map, we are, and feel, lost. This sense of disorientation makes us feel insecure about our surroundings and ourselves. Naturally, we seek to minimize those kinds of experiences. One of the ways we do that is by going to places we already know—for which we already have a cognitive map. In much the same way, we tend to stay with the transportation choices we know. If there are holes in our understanding of how a particular transportation choice operates—for example, where a specific bus line goes or how often it operates—we will not include that option in our choice set. If that option is not in our choice set, naturally, we will not choose it.

In modern American society, the general spatial education process outlined above is supplemented, nearly universally, by information about how to drive automobiles. From parental and societal conditioning, to blanket advertising in the media, to drivers’ education courses in school, Americans are bombarded with information about how to use
streets and highways to drive cars. Information about other travel choices is much harder to come by. Nevertheless, in those comparatively limited instances when marketing is attempted to promote non-automobile modes, it has been effective in changing travel patterns.

The impact of education on travel choices demonstrates its importance in creating an access-efficient transportation system. Under such a system, travel options that promote exchange and minimize travel—non-automobile modes—would be marketed aggressively; driving, particularly solo driving, would be deemphasized or actively discouraged.

D. Land Use

The final policy influence on travel patterns is land use. The built environment through which a transportation system traverses can have a determinative effect in how people choose to travel. Land use patterns can determine whether it is cost-effective to run a bus through a neighborhood, whether it is feasible to run mid-day errands without a car, and whether it is possible to safely and conveniently cross the street on foot. If transportation is about getting from here to there, land use defines the nature of here and there and in so doing establishes the range of transportation options that are feasible. For convenience, land use issues are frequently sub-categorized into three “Ds”: density; diversity; and design.

1. Density

Density is a representation of land use intensity. Either directly or indirectly, it measures the concentration of human activity. At a base level, density is important because it indicates how many potential travelers there are within a given geographic area. As outlined above, travel patterns are significantly influenced by a number of economic and demographic characteristics of persons and households. Density reflects just how many of these persons and households, and their associated travel patterns, are contained in particular place.

Density, however, has been shown to be much more important than just a sum of demographically related travel characteristics. For decades, studies have shown significant correlations between density and various types of travel choice. Persons living in higher density neighborhoods tend to be less automobile dependent, own fewer cars, and drive less often and for shorter distances than persons living in lower density neighborhoods. Conversely, denser neighborhoods are generally associated with higher use levels of non-automotive modes. The relationship between density and travel patterns is sourced in accessibility. People living and working in denser neighborhoods usually have access to a much greater range of potential destinations within close proximity than those in lower density neighborhoods. That increased accessibility makes lower rates of automobile use possible and use of alternative modes convenient, even preferable. People in higher density neighborhoods are not staying home more than those in low-density neighborhoods; they make just about as many total trips as their low-density cousins, but they rely much more on non-automobile modes and they travel substantially fewer miles. In other words, the high-density residents are achieving similar exchange levels as the low-density residents, but they are doing it with much less travel—the goal of access efficiency.

2. Diversity

Diversity refers to the mix of land uses within a small geographic area. The focus is not just on the traditional broad categories of uses—residential, commercial, and industrial—but also on land use types within those categories. For example, the commercial component of a diverse environment might include small real estate offices, a large law firm, a couple of travel agencies, hair salons, tax accountant offices, health spas, music shops, a large department store, restaurants and cafes, and a book store. Suburban developments frequently have very little land use diversity; often, they are comprised of a narrow range of land use types within a single category. Residential areas will not be just residential, but will frequently contain only a limited num-
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ber of product types aimed at a rather narrow socio-economic market; for example, single-family detached houses within a set range of sizes and prices. By comparison, city or town centers may contain a wide variety of residential uses, e.g., single-family detached houses, rental apartments, condos, and assisted living buildings, mixed in with a host of office, retail, manufacturing, cultural, educational, and entertainment organizations and businesses.

As with density, the amount of diversity correlates with a range of variation in travel patterns. Generally speaking, as the amount of diversity increases, the amount of single-occupant automobile driving decreases and the use of other transportation modes increases. People living in more diverse neighborhoods tend to own fewer cars and drive them less frequently than those living in more homogeneous environments. Those who commute to work sites located in diverse neighborhoods are more likely to travel by non-automobile modes than those working in single-use locations. The reason for these connections appears to be the same as that cited above with regard to density: having a wider choice of land uses in closer proximity means that it is more likely that daily trip destinations will be more accessible with less travel. Although there is some overlap among the two concepts, the difference between density and diversity is one of degree. Diversity asks: How much stuff is there? Diversity asks: What kind of stuff is there?

3. Design

Whereas both density and diversity are related to some sense of physical propinquity between potential trip origins and destinations, design is targeted at the specific ways in which origins and destinations are connected. The concept of design, in this context, refers to a wide array of small-scale features in the built environment that make travel by one mode or another relatively easy and convenient or cumbersome and problematic. For example, a landscape designed for the convenience of car drivers might include multi-lane arterials, few intersections, large blocks, and ample parking lots located in front of buildings. Those same features, however, would likely make pedestrian travel unpleasant, indirect, and perhaps unsafe. Pedestrians instead prefer narrow, slow-speed streets, frequent crosswalks, small blocks, ample sidewalks, street-fronting buildings, and various amenities that make walking pleasant, e.g., street trees, street furniture, and visually interesting building facades. Logic suggests that such features—such as the presence or absence of a stairway to overcome a steep topographic feature—can either facilitate or confound certain travel options. The connection that design has with transportation is both interesting and controversial. While the evidence is not conclusive, it appears that design influences how people choose to travel. Specifically, that people will respond, at some level, to the indicated transportation design preference in a way that is consistent with that preference, i.e., that travel choices will at least partially reflect the design of the environment. In short, people accessing environments with high-quality pedestrian features are more likely to travel by non-automobile modes than those accessing environments dominated by automobile design features.

The definition of what design features are important in determining mode orientation is not firmly set. Many studies focus on the layout of local streets. Generally, smaller blocks arranged in a rectilinear orientation with a high density of four-way intersections is thought to be more conducive to pedestrian and bicycle movement than large block patterns with irregularly shaped blocks and few intersections. The rationale is that when people are traveling under their own power they are much more sensitive to travel distance, in general, and out-of-direction travel, in particular. A route that is more direct and, hence, shorter is more likely to induce someone to walk or bike than a route that is long and circuitous. A study attempting to measure the impacts of street connectivity in combination with other pedestrian design attributes—sidewalk connectivity, frequency of street crossings, and topography—found that households located in neighborhoods with a high level of these attributes had 10% fewer vehicle miles traveled (VMT) than households in neighbor-
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of attributes, not as single features, suggesting the possibility of overlapping and synergistic relationships. Regardless of the difficulty of identifying a precise list of components, the evidence indicates that some combination of small scale design features is important in influencing transportation choice processes.

Collectively, the three Ds of density, diversity, and design can be used to distinguish built environments that either facilitate or frustrate access to desired activities. These spatially based elements are at the root of access efficiency. If the point is to increase access while minimizing travel, then the nature of the spatial relationships between trip origins and destinations is fundamental. Hence, a transportation planning process aimed at improving access efficiency would seek to promote built environments where potential origins and destinations are within close proximity and conveniently connected to each other; in other words, environments that are dense, diverse, and designed for non-automotive access.

E. Cross-Over Effects

Naturally, any attempt at breaking complex interactions into component parts, while helpful for comprehension, is artificial. There are many ways in which the categories presented here overlap. For example, the effects of providing transportation infrastructure could be incorporated into the discussion of transportation costs: infrastructure that is more plentiful is usually less costly to use, both in terms of time and money, making it more attractive.

Similarly, there are many ways in which the three land use Ds overlap. It is frequently the case that dense environments are also diverse and pedestrian-designed. In fact, there is research suggesting that the perceived effects of land use density are really the result of other, related factors such as land use diversity, accessibility to opportunity sites, constricted parking supplies, and increased transit availability. This has led some to refer to density as a proxy for these other values. That is probably an overstatement: it is possible to
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have a mixed use land use pattern designed for pedestrian access that is also low density. Many historic New England towns might fit this description. Rather than reading density as a proxy for these other factors, perhaps it is more accurate to say that density is an important, but by itself insufficient, factor for substantially influencing travel choices.221

The overlap between density and other land use factors illustrates one of the basic assumptions behind access efficiency-based planning: policy integration. As is the case with most complex urban issues, single-faceted approaches to transportation-related issues are frequently ineffective. For example, mounting a policy initiative using only changes in infrastructure without addressing the other three policy factors—transportation costs, education, and land use patterns—would be less likely to result in significant changes in outcomes than an initiative that integrates all four influence areas. To illustrate, imagine constructing a high-capacity rail transit system into a low-density, single-use, automobile-oriented suburban environment with abundant free parking. Further imagine that the construction of the system was not attended by effective policy initiatives to alter the status quo transportation cost, information, and land use conditions in the environment where the new transit system would operate. Under these conditions, the costs for transit use would still be at a competitive disadvantage compared to the costs of driving; consumer education about the new transit system would still lag behind societysourced information favoring car use; and the land use patterns would not be supportive of increased transit use. In short, the new system would not likely be very successful in affecting substantial changes to preexisting travel patterns. This, more or less, describes what occurred in the San Francisco and Atlanta regions with the construction of the Bay Area Rapid Transit (BART) and Metropolitan Atlanta Rapid Transit Authority (MARTA) rail systems in the 1960s and 1970s. Both systems experienced disappointing ridership levels for decades.222 A more effective approach was taken by planners in the Washington, D.C., area, who developed and implemented transit-supportive land use plans in advance of the construction of the Metrorail system, a transit network with a similar scale and level of service as BART and MARTA and constructed at about the same time. That fact, plus a constrained parking supply in the D.C. core (which effectively increased the cost of driving), resulted in much higher levels of transit ridership.223

This illustration outlines what an access-efficient transportation planning process would set out to do. In promoting increased access to exchanges while minimizing the need to travel, such a planning system would seek to: (1) identify transportation infrastructure investments that would reduce travel; (2) charge transportation costs so that travel options that improve access efficiency would be charged with a fixed-cost method and those that reduce efficiency would be charged in an incremental fashion; (3) overcome or counteract the societal and educational imbalances favoring car use; and (4) foster built environments where trip origins and destinations are within close proximity and conveniently connected to each other. How would one create a process to incorporate all of these elements? One method would be to engage in a type of planning known as scenario planning.

IV. Scenario Planning

In the past two decades, numerous cities and towns across the United States have engaged in some form of visioning process to chart a future for their communities. These vision quests have frequently used some form of scenario planning process to quantitatively evaluate impacts from several alternative land use and transportation investment and policy options, analyzing relative impacts on items ranging from the affordability of housing to water quality. Almost invariably, the analysis has included several measures of transportation efficiency.

A. Defining Scenario Planning

A scenario is “an internally consistent view of what the future might turn out to be—not a forecast, but one possible future outcome.”224 Scenarios, fundamentally, are stories about the future. In fact, the use of scenario in the planning context is derived from the term’s use in Hollywood screenwriting.225 Scenarios need not—and indeed, cannot—be unerringly predictive. Rather, their job is to present a vision of the future that is plausible in light of known information.

A process that uses scenarios to assess the future—a scenario planning process—utilizes a series of scenarios to gauge possible future conditions. The expectation is that through the process of conceiving, crafting, and evaluating a series of scenarios, an appropriate course, or series of courses, of action can be identified. Hence, through this process, the wide-open question of what the future might bring can be narrowed down to a more manageable set of possibilities.

The legacy of scenario planning is sourced in military history, dating at least as far back as sixth century BCE Chinese military practice.226 During the 1960s and 1970s, strategic planners at several of the world’s largest corporations began using scenario planning to anticipate future market conditions and reduce business risk, particularly from external economic and environmental conditions. Perhaps the most famous business application from this period is the planning exercise mounted by Royal Dutch/Shell. Challenging the company’s single forecast assumption that global political
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and economic environments would remain stable, or would not affect the price of oil, planners created a set of scenarios that anticipated a range of political and market conditions. One of those scenarios essentially anticipated the conditions that occurred as a result of the oil embargo of 1973-1974. The planning exercise thus gave the company an ability to anticipate the embargo in a way that its competitors had not. It also substantially popularized scenario planning as a business planning technique.227

The current use of scenario planning techniques in land use transportation planning is derived partly from these military and business contexts, and partly from alternatives analysis requirements contained in the 3C planning process, noted above,228 and the National Environmental Policy Act (NEPA).229 During the 1970s and 1980s, these mandates fostered a style of transportation planning, still largely in use today, that is highly dependent on computerized modeling systems.230 These now familiar systems take current trends, which are identified by the collection of survey data, to project into the future the possible operation of a proposed new system or facility. Among the system inputs is a series of socioeconomic data, including the expected location of future household and employment growth. In the traditional form of these planning processes, the allocation of those future land uses does not vary across alternatives. In other words, the future land use pattern is involved in the study process only as a single, specified input to the analysis, not as a variable or as a possible outcome. The possibility that differences in the land use pattern might affect the effectiveness and operation of the transportation system is not explored. The converse possibility—that the nature of the transportation system might influence the land use pattern—is also ignored.231 In short, the process largely overlooks the influences transportation infrastructure has on development patterns and the land use 3Ds have on travel choices, as outlined in the previous section.

B. The Emergence of Land Use Transportation Scenario Planning

The desire to overcome these limitations is at the root of an emerging trend to create an interactive land use transportation scenario planning process.232 By incorporating approaches and techniques that capture or reflect the interactive nature of important causal relationships, these recent projects have essentially grafted the military/business approach to scenario planning onto NEPA-type alternatives analysis, creating a new planning method. A 2004 survey of U.S. metropolitan areas indicated widespread and growing use of this planning approach over a short period of time, cataloging 80 projects in 48 metropolitan areas during a 15-year period.233 Although details vary from project to project, the common features of these projects include the articulation of a baseline future trend scenario, the development of one or more alternative scenarios, quantitative assessments of the scenarios, and some comparison of the results.234 A defining attribute of any scenario analysis is the creation of scenarios that integrate a variety of mutually consistent conditions and policies.235 This feature makes the technique particularly apt for implementing an access-efficient style of transportation planning, and there have been several projects that have used the technique in that fashion.

One of the early leading examples in this vein was sponsored by 1000 Friends of Oregon, a nonprofit planning advocacy organization based in Portland, Oregon. The project, Making the Land Use, Transportation, Air Quality Connection (LUTRAQ), sought to articulate an integrated land use, transportation, demand-management alternative to a proposed new suburban freeway. The organization understood that the technical and political conditions giving rise to the freeway were based on a series of physical and economic assumptions about future growth in the freeway study area that indicated continued and expanding automobile-oriented development.236 In response, the organization posited an alternative scenario that centered transit-oriented developments along two extensions of the region’s transit network.237 The scenario also incorporated a demand management system to provide free transit passes to commuters, while imposing parking fees on those driving to work alone.238

In this way, the LUTRAQ scenario directly incorporated three of the four policy factors outlined above. For transportation infrastructure, the scenario replaced the proposed freeway with two rail lines, plus a series of improvements to local streets and pedestrian and bicycle networks. For transportation costs, the scenario increased the cost for automobile-based commuting by charging, on an incremental basis, for parking that was formerly free. At the same time, the free transit pass made transit less expensive, and converted the normal transit fare from an incremental cost to a fixed one. Finally, the transit-oriented development land use assumptions placed moderately dense, mixed-use, pedestrian-designed developments in close proximity to the proposed expansions to the regional transit network.
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When tested and compared with the freeway alternative, the LUTRAQ scenario showed significantly lower amounts of travel, but comparable or increased amounts of access. As outlined in Table 1, the LUTRAQ scenario indicated a 23% reduction in solo driving to work and a doubling of transit commuting, compared to the freeway scenario. For overall travel, the LUTRAQ scenario resulted in 7.9% fewer VMT than the freeway. The study’s assessment of accessibility compared the LUTRAQ scenario with a version of the freeway scenario that also incorporated the parking pricing/free transit pass component. Even though that somewhat leveled the differences between scenarios, the LUTRAQ scenario had about the same amount of access to shopping, and superior access to employment opportunities. In short, the LUTRAQ scenario showed increased access to exchange opportunities, with reduced levels of travel. The study, thus, demonstrates at least one version of how a transportation planning process aimed at access efficiency might work.

The LUTRAQ project’s findings have been confirmed through a number of more recent projects. A group of 44 projects, selected from a database of land use transportation scenario planning project reports, shows substantial reductions in overall travel compared to projected trend conditions.

<table>
<thead>
<tr>
<th>Mode Choice (home-based work trips)</th>
<th>No Build</th>
<th>Freeway</th>
<th>Freeway + Parking Pricing &amp; Transit Passes</th>
<th>LUTRAQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk/Bike</td>
<td>2.8</td>
<td>2.5</td>
<td>2.5</td>
<td>4.6</td>
</tr>
<tr>
<td>Drive Alone</td>
<td>75.8</td>
<td>75.1</td>
<td>61.7</td>
<td>57.5</td>
</tr>
<tr>
<td>Carpool</td>
<td>14</td>
<td>13.6</td>
<td>20.4</td>
<td>19.9</td>
</tr>
<tr>
<td>Transit</td>
<td>7.5</td>
<td>8.8</td>
<td>15.3</td>
<td>18</td>
</tr>
</tbody>
</table>

| Daily Vehicle Miles Traveled       | 6,883,955 | 6,995,986 | 6,856,447 | 6,442,348 |

<table>
<thead>
<tr>
<th>Accessibility to Jobs and Shopping</th>
<th>41.8</th>
<th>n/a</th>
<th>55.7</th>
<th>67.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of Study Area w/ 30 Mins. of 500,000 Jobs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% of Study Area w/ 15 Mins. of 25,000 Retail Jobs</td>
<td>74.2</td>
<td>n/a</td>
<td>78.9</td>
<td>78.1</td>
</tr>
</tbody>
</table>
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As illustrated in Figure 1, the 87 scenarios contained in the selected projects demonstrate a range of reduction in overall travel of -0.22% to 54.79%, with a mean reduction of 9.96%. The wide range in variation is likely due to several factors, including the rate of population and employment growth in the study area (a higher growth rate likely leads to a higher VMT reduction), the length of time used for the planning horizon (the longer the horizon the higher the VMT reduction), and the type and degree of policies incorporated in the scenario. On this latter issue, all of the scenarios incorporated at least some variation in land use density (compared to the trend scenario), but the amount of deviation varied widely across scenarios. In addition to density, some scenarios included variations in one or more of the following components: land use diversity, land use design, pricing policies, and transportation infrastructure. The documentation on these projects does not contain direct information about accessibility. However, it is assumed that the persons whose travel patterns are being forecasted in these projects are accomplishing the normal tasks necessary for a full life; they are just doing it with less travel, compared to trend conditions. They are, in short, enjoying a built environment that is more access efficient.

V. Conclusion

Cities are places for exchange. They provide the stage for human interactions of all kinds, from the mundane to the profound. These exchanges create the basis for meaning and form the foundation of culture. Given the centrality of these functions to human existence, seeking systems that support and nurture exchanges by facilitating their occurrence with minimal cost and effort would seem paramount. Yet, regional transportation planning has seemingly had an opposite objective. By myopically focusing on mobility, our metropolitan transportation planning efforts have fostered dispersion of exchange locations, increasing the amount of travel needed to access them. This has frequently resulted in overall decreases in accessibility to places of exchange, particularly for those in our society without ready access to an automobile.

If transportation systems and the communities that are both served and affected by those systems are to be fully integrated in a planning process, the focus must shift from mobility to accessibility. Focusing on accessibility requires incorporating a series of interlocking policy, economic, and physical environmental factors into a multifaceted, integrative planning and decisionmaking process that addresses four primary areas: transportation infrastructure investment policy; the pricing of transportation infrastructure and services; education and social marketing on transportation issues; and land use intensity, heterogeneity, and design. The process must also incorporate robust and interactive public engagement. Scenario planning techniques hold the promise of providing a framework where these aims can be explored and optimized.
The development of a new transportation system planning paradigm in federal law seems crucial to the propagation of these techniques. However, neither SAFETEA-LU nor its implementing regulations facilitate the access efficiency analyses outlined here. Although metropolitan regions are free to engage in such analyses on their own, current federal law does not readily provide integration of such local efforts with federal mandates. This fact is born out by the very low number of scenario planning projects that have resulted in final decisions and implementing actions: more than 60% of reported scenario planning projects ended without the identification of a final preferred scenario and more than 25% of projects provided no evidence of subsequent implementing actions.243 Had a more accommodating federal planning regime existed, it is reasonable to assume that a much higher rate of project completion and implementation would have been achieved. More importantly, the presence of federal planning regulations that facilitate and encourage, if not require, an accessibility-based scenario planning process would likely result in accelerating the already rapid growth of scenario planning in U.S. metropolitan areas.

At the time of this writing, SAFETEA-LU is less than two years old. However, it is only slightly more than two years before the law expires. Congressional committees are already starting the process of studying policy options for the next bill.244 The new bill should redirect transportation planning requirements to encourage, reward, perhaps require, an access-efficient orientation. Such an overhaul is essential if we are to balance the machine, the garden, and the city.
